Optimization Methods for Data Science, Machine Learning and Al
Prof. Yinyu Ye

Homework Assignment 0

This is a diagnostic homework that covers prerequisite materials that you should be familiar

with.

Solve the following problems:

1. Consider the iterative process
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Tpt1 =5\ T+ — ),
2 T

where a > 0. Assuming the process converges, to what does it converge?
2. Let {(a;,¢;)}™, be Wa given dataset where a; € R", ¢; € {+1}.
(a) Compute the gradient of the following log-logistic-loss function,

f(x, ) = Z log (1 + exp(—alx — mo)) - Z log (1 +exp(alx + :L‘O)) ,

ic;=1 ici=—1
where x € R™ and zy € R.

(b) Consider the following data set
a = (0) 0)7 as = (17())7 az = (Oa 1)7 as = (070)7 as = (—1,0), ag = (07 _1)7

with label

co=cp=c3=1, cy=c5=c5=—1,

show that there is no solution for Vf(x, z() = 0.

3. Given a symmetric matrix A € R™™ s.t. A has eigenvalues \y > Ay > --- > )\, show

that for every k =1,2,--- ,n, we have:

TA

e = max {min {X - X‘X ceUx# 0} |U is a linear subspace of R" of dimension k:}
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TA
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4. Given symmetric matrices A, B,C' € R"*™ s.t. A has eigenvalues a; > as > -+ > a,,
B has eigenvalues by > by > --- > b, and C has eigenvalues ¢; > ¢y > -+ > ¢, if
A = B+ C, show that for every k = 1,2,--- ,n, we have:

bk—i-CnSakak—i-Cl. (3)

5. Let A € R™" be a positive-semidefinite matrix with Schur decomposition A = QAQT,
where @ = [qi|---|q,) is an orthogonal matrix, A = diag{\,...,\,} satisfies \; >
Ay > -+ A\, > 0. Show that for any k =1,...,n,

min ||A = Bl = [|A = Aill2 = At (4)

rank(B)=k
and

min |4 = Bllr = |4~ Ayllr = ()

rank(B)=

where Aj is defined as
k
j=1

Here || - ||2 stands for the spectrum (Ls) norm and || - || stands for the Frobenius norm.



